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Abstract. We consider convex sets and functions over idempotent semifields,
like the max-plus semifield. We show that if K is a conditionally complete
idempotent semifield, with completion K̄, a convex function Kn → K̄ which
is lower semi-continuous in the order topology is the upper hull of supporting
functions defined as residuated differences of affine functions. This result is
proved using a separation theorem for closed convex subsets of Kn, which
extends earlier results of Zimmermann, Samborski, and Shpiz.
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1. Introduction

In this paper, we consider convex subsets of semimodules over semirings with an
idempotent addition, like the max-plus semifield Rmax, which is the set R∪ {−∞},
with (a, b) 7→ max(a, b) as addition, and (a, b) 7→ a + b as multiplication. Convex
subsets C ⊂ R

n
max, or max-plus convex sets, satisfy

(x, y ∈ C, α, β ∈ Rmax, max(α, β) = 0) =⇒ max(α+ x, β + y) ∈ C ,
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where the operation “max”should be understood componentwise, and where α+x =
(α+ x1, . . . , α+ xn) for x = (x1, . . . , xn). We say that a function f : R

n
max → R̄ :=

R ∪ {±∞} is max-plus convex if its epigraph is max-plus convex. An example of
max-plus convex function is depicted in Figure 1 (further explanations will be given
in §4).

Figure 1. A convex function over Rmax and its supporting half spaces

Motivations to study semimodules and convex sets over idempotent semirings
arise from several fields. First, semimodules over idempotent semirings, which
include as special cases sup-semilattices with a bottom element (wich are semimod-
ules over the Boolean semiring), are natural objects in lattice theory. A second
motivation arises from dynamic programming and discrete optimization. Early re-
sults in this direction are due to Cuninghame-Green (see [CG79]), Vorobyev [Vor67,
Vor70], Romanovski [Rom67], K. Zimmermann [Zim76]. The role of max-plus al-
gebra in Hamilton-Jacobi equations and quasi-classical asymptotics, discovered by
Maslov [Mas73, Ch. VII] led to the development of an “idempotent analysis”, by
Kolokoltsov, Litvinov, Maslov, Samborski, Shpiz, and others (see [MS92, KM97,
LMS01] and the references therein). A third motivation arises from the algebraic
approach of discrete event systems [BCOQ92]: control problems for discrete event
systems are naturally expressed in terms of invariant spaces [CGQ99].

Another motivation, directly related to the present work, comes from abstract
convex analysis [Sin84, Sin97, Rub00]: a basic result of convex analysis states that
convex lower semi-continuous functions are upper hulls of affine maps, which means
precisely that the set of convex functions is the max-plus (complete) semimodule
generated by linear maps. In the theory of generalized conjugacies, linear maps are
replaced by a general family of maps, and the set of convex functions is replaced
by a general semimodule. More precisely, given an abstract class of convex sets
and functions, a basic issue is to find a class of elementary functions with which
convex sets and functions can be represented. This can be formalized in terms of
U -convexity [DK78, Sin97]. If X is a set and U ⊂ R̄

X , a function f : X → R̄ is
called U -convex if there exists a subset U ′ of U such that

(1) f(x) = sup
u∈U ′

u(x) , ∀x ∈ X .
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A subset C of X is said to be U -convex [Fan63, Sin97] if for each y ∈ X \C we can
find a map u ∈ U such that

u(y) > sup
x∈C

u(x) .(2)

In this paper, we address the problem of finding the set U adapted to max-plus
convex sets and functions. The analogy with classical algebra suggests to introduce
max-plus linear functions:

〈a, x〉 = max
1≤i≤n

(ai + xi) ,(3)

with a = (ai) ∈ R
n
max, and max-plus affine functions, which are of the form

u(x) = max(〈a, x〉, b) ,(4)

where b ∈ Rmax. In the max-plus case, we cannot take for U the set of affine or
linear functions, because any sup of max-plus affine (resp. linear) functions remains
max-plus affine (resp. linear). This is illustrated in the last (bottom right) picture
in Figure 2, which shows the graph of a generic affine function in dimension 1 (the
graph is the black broken line, see Table 1 in §4 for details). It is geometrically
obvious that we cannot obtain the convex function of Figure 1 as the sup of affine
functions. (Linear functions, however, lead to an interesting theory if we consider
max-plus concave functions instead of max-plus convex functions, see Rubinov and
Singer [RS00], and downward sets instead of max-plus convex sets, see Mart́ınez-
Legaz, Rubinov, and Singer [MLRS02].)

Figure 2. The four generic differences of affine functions plots

We show here that for max-plus convex functions, and more generally for con-
vex functions over conditionally complete idempotent semifields, the appropriate U
consists of residuated differences of affine functions, which are of the form u ◦− u′,
where u, u′ are affine functions, and ◦− denotes the residuated law of the semiring
addition, defined in (10) below. Theorem 4.8 shows that lower semi-continuous
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convex functions are precisely upper hulls of residuated differences of affine func-
tions, and Corollary 4.7 shows that the corresponding U -convex sets are precisely
the closed convex sets.

As an illustration, in the case of the max-plus semiring, in dimension 1, there
are 4 kinds of residuated differences of affine functions, as shown in Figure 2, and
Table 1: one of these types consists of affine functions (bottom right, already dis-
cussed), another of these types consists only of the identically −∞ function (top
left, not visible), whereas the top right and bottom left plots yield new shapes,
which yield “supporting half-spaces” for the convex function of Figure 1.

The main device in the proof of these results is a separation theorem for closed
convex sets (Theorem 3.14). We consider a convex subset C of Kn, where K is
an idempotent semifield that is conditionally complete for its natural order. Then,
we show that if C is stable under taking sups of (bounded) directed subsets and
infs of (bounded) filtered subsets, or equivalently, if C is closed in Birkhoff’s order
topology, and if y ∈ Kn \ C, there exists an affine hyperplane

H = {x ∈ Kn | u(x) = u′(x)} ,

with u, u′ as in (4), containing C and not y. When K = Rmax, Birkhoff’s order
topology coincides with the usual one, and we get a separation theorem for con-
vex subsets of R

n
max which are closed in the usual sense. The key discrepancy, by

comparison with usual convex sets, is that a two sided equation u(x) = u′(x) is
needed. Theorem 3.14 extends or refines earlier results by Zimmermann [Zim77],
Samborski and Shpiz [SS92], and by the three first authors [CGQ02]. Some metric
assumptions on the semifield, which were used in [Zim77], are eliminated, and the
proof of Theorem 3.14 is in our view simpler (with a direct geometric interpreta-
tion in terms of projections). The method of [SS92] only applies to the case where
the vector y does not have entries equal to the bottom element. This restriction
is removed in Theorem 3.14 (see Example 3.18 below for details). By comparison
with [CGQ02], the difference is that we work here in conditionally complete semi-
fields (without a top element), whereas the result of [CGQ02] applies to the case of
complete semirings (which necessarily have a top element). When the top element
is a coefficient of an affine equation defining an hyperplane, the hyperplane need
not be closed in the order topology, and a key part of the proof of Theorem 3.14 is
precisely to eliminate the top element from the equation defining the hyperplanes.

We finally point out additional references in which semimodules over idempotent
semirings or related structures appear: [Kor65, Zim81, CKR84, Wag91, Gol92,
CGQ96, CGQ97, LS02, GM02].

2. Preliminaries

2.1. Ordered sets, residuation, idempotent semirings and semimodules.

In this section, we recall some basic notions about partially ordered sets, residua-
tion, idempotent semirings and semimodules. See [Bir67, DJLC53, BJ72, CGQ02]
for more details. By ordered set, we will mean throughout the paper a set equipped
with a partial order. We say that an ordered set (S,≤) is complete if any subset
X ⊂ S has a least upper bound (denoted by ∨X). In particular, S has both a
minimal (bottom) element ⊥S = ∨ ∅, and a maximal (top) element >S = ∨S.
Since the greatest lower bound of a subset X ⊂ S can be defined by ∧X = ∨{y ∈
S | y ≤ x, ∀x ∈ X}, S is a complete lattice. We shall also consider the case where
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S is only conditionally complete, which means that any subset of S bounded from
above has a least upper bound and that any subset of S bounded from below has
a greatest lower bound.

If (S,≤) and (T,≤) are ordered sets, we say that a map f : S → T is residuated
if there exists a map f ] : T → S such that

(5) f(s) ≤ t ⇐⇒ s ≤ f ](t) ,

which means that for all t ∈ T , the set {s ∈ S | f(s) ≤ t} has a maximal element,

f ](t). If (X,≤) is an ordered set, we denote by (Xop,
op

≤) the opposite ordered set,

for which x
op

≤ y ⇐⇒ x ≥ y. Due to the symmetry of the defining property (5), it is
clear that if f : S → T is residuated, then f ] : T op → Sop is also residuated. When
S, T are complete ordered sets, there is a simple characterization of residuated
maps. We say that a map f : S → T preserves arbitrary sups if for all U ⊂ S,
f(∨U) = ∨ f(U), where f(U) = {f(x) | x ∈ U}. In particular, when U = ∅, we
get f(⊥S) = ⊥T . One easily checks that if (S,≤) and (T,≤) are complete ordered
sets, then, a map f : S → T is residuated if, and only if, it preserves arbitrary sups
(see [BJ72, Th. 5.2], or [BCOQ92, Th. 4.50]). In particular, a residuated map f is
isotone, x ≤ y =⇒ f(x) ≤ f(y), which, together with (5), yields f ◦ f ] ≤ I and
f ] ◦ f ≥ I. This also implies that:

f ◦ f ] ◦ f = f, f ] ◦ f ◦ f ] = f ] .(6)

We now apply these notions to idempotent semirings and semimodules. Recall
that a semiring is a set S equipped with an addition ⊕ and a multiplication ⊗, such
that S is a commutative monoid for addition, S is a monoid for multiplication,
multiplication left and right distributes over addition, and the zero element of
addition,

�
, is absorbing for multiplication. We denote by � the neutral element of

multiplication (unit). We say that S is idempotent when a⊕a = a. All the semirings
considered in the sequel will be idempotent. We shall adopt the usual conventions,
and write for instance ab instead of a⊗ b. An idempotent monoid (S,⊕,

�
) can be

equipped with the natural order relation, a ≤ b⇔ a⊕ b = b, for which a⊕ b = a∨b,
and

�
= ⊥S. We say that the semiring S is complete (resp. conditionally complete)

if it is complete (resp. conditionally complete) as a naturally ordered set, and if for
all a ∈ S, the left and right multiplications operators, S → S, x 7→ ax, and x 7→ xa,
respectively, preserve arbitrary sups (resp. preserves sups of bounded from above
sets). An idempotent semifield is an idempotent semiring whose nonzero elements
are invertible. An idempotent semifield S cannot be complete, unless S is the two-
element Boolean semifield, {

�
, �}. However, a conditionally complete semifield S

can be embedded in a complete semiring S̄, which is obtained by adjoining to S
a top element, τ , and setting a ⊕ τ = τ ,

�
τ = τ

�
=

�
, and aτ = τa = τ for

a 6=
�
. Then, we say that S̄ is the completed semiring of S (S̄ was called the

top-completion of S in [CGQ97], and the minimal completion of S in [AS03]). For
instance, the max-plus semifield Rmax, defined in the introduction, can be embedded
in the completed max-plus semiring R̄max, whose set of elements is R̄.

A (right) S-semimodule X is a commutative monoid (X,⊕,
�
), equipped with

a map X × S → X , (x, λ) → xλ (right action), that satisfies x(λµ) = (xλ)µ,
(x ⊕ y)λ = xλ ⊕ yλ, x(λ ⊕ µ) = xλ ⊕ xµ, x

�
=

�
, and x� = x, for all x, y ∈ X ,

λ, µ ∈ S, see [CGQ02] for more details. Since (S,⊕) is idempotent, (X,⊕) is
idempotent, so that ⊕ coincides with the ∨ law for the natural order of X . All
the semimodules that we shall consider will be right semimodules over idempotent
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semirings. If S is a complete semiring, we shall say that a S-semimodule X is
complete if it is complete as a naturally ordered set, and if, for all x ∈ X and
λ ∈ S, the left and right multiplications, X → X , x 7→ xλ, and S → X , µ 7→ vµ,
respectively, preserve arbitrary sups. We shall say that V ⊂ X is a complete
subsemimodule of X if V is a subsemimodule of X stable under arbitrary sups. A
basic example of semimodule over an idempotent semiring S is the free semimodule
Sn, or more generally the semimodule SI of functions from an arbitrary set I to S,
which is complete when S is complete. For x ∈ SI and i ∈ I, we denote, as usual,
by xi the i-th entry of x.

In a complete semimodule X , we define, for all x, y ∈ X ,

x ◦\ y = >{λ ∈ S | xλ ≤ y} ,(7)

where we write > for the least upper bound to emphasize the fact that the set
has a top element. In other words, y 7→ x ◦\ y, S → S is the residuated map of
λ 7→ xλ, X → X . Specializing (5), we get

xλ ≤ y ⇐⇒ λ ≤ x ◦\ y .(8)

For instance, when S = R̄max, (−∞) ◦\(−∞) = (+∞) ◦\(+∞) = +∞, and µ ◦\ ν =
ν − µ if (µ, ν) takes other values (S being thought of as a semimodule over itself).
More generally, if S is any complete semiring, the law “◦\” of the semimodule Sn

can be computed from the law “◦\” of S by

x ◦\ y = ∧
1≤i≤n

xi ◦\ yi .(9)

Here, ◦\ has a higher priority than ∧, so that the right hand side of (9) reads
∧1≤i≤n(xi ◦\ yi). If the addition of S distributes over arbitrary infs (this is the
case in particular if S is a semifield, or a completed semifield, see [Bir67, Ch. 12,
Th. 25]), for all λ ∈ S, the translation by λ, µ 7→ λ ⊕ µ, defines a residuated map
Sop → Sop, and we set:

ν ◦− λ = ⊥{µ | λ⊕ µ ≥ ν} ,(10)

where we write ⊥ for the greatest lower bound to emphasize the fact that the set
has a bottom element. When S = R̄max, we have (see e.g. [BCOQ92, MLS91]):

ν ◦− µ =

{

ν if ν > µ,

−∞ otherwise.

Dualizing the definition (5) of residuated maps, we get:

λ⊕ µ ≥ ν ⇐⇒ λ ≥ ν ◦− µ .(11)

2.2. Separation theorem for complete convex sets. We next recall the gen-
eral separation theorem of [CGQ01, CGQ02]. By complete semimodule, we mean
throughout the section a complete semimodule over a complete idempotent semir-
ing S. Let V denote a complete subsemimodule of a complete semimodule X . We
call canonical projector onto V the map

PV : X → V, PV (x) = >{v ∈ V | v ≤ x}

(the least upper bound of {v ∈ V | v ≤ x} belongs to the set because V is complete).
Thus, PV is the residuated map of the canonical injection iV : V → X , PV is
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surjective, and PV = P 2
V . If {w`}`∈L ⊂ X is an arbitrary family, we set

⊕

`∈L

w` := ∨{w` | ` ∈ L} .

We say that W is a generating family of a complete subsemimodule V if any element
v ∈ V can be written as v =

⊕

w∈W wλw , for some λw ∈ S. If V is a complete
subsemimodule of X with generating family W , then

PV (x) =
⊕

w∈W

w(w ◦\x) ,(12)

see [CGQ02, Th. 5].

Theorem 2.1 (Universal Separation Theorem, [CGQ02, Th. 8]). Let V ⊂ X denote
a complete subsemimodule, and let y ∈ X \ V . Then, the set

H = {x ∈ X | x ◦\PV (y) = x ◦\ y}(13)

contains V and not y.

Seeing x ◦\ y as a “scalar product”, H can be seen as the “hyperplane” of vectors
x “orthogonal” to (y, PV (y)). As shown in [CGQ02], the “hyperplane” H is a
complete subsemimodule ofX , even if it is defined by a nonlinear equation. In order
to give a linear defining equation for this hyperplane, we have to make additional
assumptions on the semiring S. In this paper, we shall assume that S = K̄ is the
completed semiring of a conditionally complete idempotent semifield K. Consider
the semimodule of functions X = K̄I . When x = (xi)i∈I , y = (yi)i∈I ∈ K̄I , we
define

〈y, x〉 =
⊕

i∈I

yixi(14)

and

−x = >{y ∈ K̄n | 〈y, x〉 ≤ �}

that is,

(−x)i = xi ◦\ � .(15)

(For instance, when K = Rmax, (−x)i = −xi.) We have −(x ◦\ y) = 〈−y, x〉, and
λ 7→ −λ is bijective K̄ → K̄, which allows us to write H linearly:

H = {x ∈ K̄n | 〈−PV (y), x〉 = 〈−y, x〉}(16)

(see [CGQ02] for generalizations to more general semirings, called reflexive semir-
ings).

Theorem 2.1 yields a separation result for convex sets as a corollary. We re-
call that a subset C of a complete semimodule X over a complete semiring S is
convex [Zim77, Zim79b] (resp. complete convex [CGQ02]) if for all finite (resp. ar-
bitrary) families {x`}`∈L ⊂ C and {α`}`∈L ⊂ K, such that

⊕

`∈L α` = �, we have
that

⊕

`∈L x`α` ∈ C. For example, every subsemimodule of X is convex, and every
complete subsemimodule of X is complete convex.

Corollary 2.2 (Separating a Point from a Complete Convex Set, [CGQ02, Cor.
15]). If C is a complete convex subset of a complete semimodule X, and if y ∈ X\C,
then the set

H = {x ∈ X | x ◦\ y ∧ � = x ◦\QC(y) ∧ νC(y)}(17)
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with

νC(y) = ∨
v∈C

(v ◦\ y ∧ �) and QC(y) = ∨
v∈C

v(v ◦\ y ∧ �) ,(18)

contains C and not y.

Recall our convention explained after Equation 9, that ◦\ has a higher priority
than ∧, so that for instance v ◦\ y ∧ � = (v ◦\ y) ∧ �. When S = K̄ is a completed
idempotent semifield, and X = K̄I , H can be rewritten linearly:

H = {x ∈ K̄I | 〈−y, x〉 ⊕ � = 〈−QC(y), x〉 ⊕ −νC(y)} .(19)

Remark 2.3. Since QC(y) ≤ y, and νC(y) ≤ �, we have −y ≤ −QC(y) and � = −� ≤
−νC(y), and hence, by definition of the natural order ≤, we can write equivalently
H as

H = {x ∈ K̄I | 〈−y, x〉 ⊕ � ≥ 〈−QC(y), x〉 ⊕ −νC(y)} .

The same remark applies, mutatis mutandis, to (13), (16), and (17).

2.3. Geometric interpretation. We now complement the results of [CGQ02] by
giving a geometric interpretation to the vector QC(y) and scalar νC(y) which define
the separating hyperplane H . If C is any subset of X , we call shadow of C, denoted
by Sh(C), the set of linear combinations

⊕

`∈L

x`λ`, with x` ∈ C, λ` ∈ S, λ` ≤ � , and L a possibly infinite set.

We also denote by
Up(C) = {z ∈ C | ∃v ∈ C, z ≥ v}

the upper set generated by C. The term “shadow” can be interpreted geometrically:
when for instance C ⊂ R̄

2
max, Sh(C) is the shadow of C if the sun light comes from

the top-right corner of the plane, see Figure 3 and Example 2.5 below.

Theorem 2.4 (Projection onto Sh(C) and C). If C is a complete convex subset of
a complete semimodule X, then, for all y ∈ X,

QC(y) = >{z ∈ Sh(C) | z ≤ y} .(20)

If y ∈ Up(C),

QC(y) = >{z ∈ C | z ≤ y}, and νC(y) = � .(21)

If νC(y) is invertible, QC(y)(νC(y))−1 belongs to C.

Thus, Theorem 2.4 shows that QC is a projector which sends X to Sh(C), and
Up(C) to C. Moreover, when νC(y) is invertible, QC(y)(νC(y))−1 can be considered
as the projection of y onto C.

Proof. Since v ◦\ y ∧ � ≤ �,

QC(y) =
⊕

v∈C

v(v ◦\ y ∧ �) ∈ Sh(C) .(22)

If y ∈ Up(C), we have v ≤ y for some v ∈ C, hence, v ◦\ y ≥ � (by (8)), which
implies that νC(y) ≥ v ◦\ y ∧ � = �. Since νC(y) ≤ � holds trivially, we have proved
that νC(y) = �, so that

y ∈ Up(C) =⇒ QC(y) ∈ C and νC(y) = � .(23)

Consider now any element z ∈ Sh(C), z =
⊕

`∈L v`λ`, with v` ∈ C, λ` ∈ S, λ` ≤ �,
and assume that z ≤ y. Then, v`λ` ≤ y, so that λ` ≤ v` ◦\ y (by (8)), and since
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Figure 3. Projections

λ` ≤ �, QC(y) ≥ v`(v` ◦\ y ∧ �) ≥ v`(λ` ∧ �) = v`λ`. Summing over all i ∈ I, we get
QC(y) ≥ z. Together with (22), this shows (20). Since we also proved (23), this
shows a fortiori (21).

Finally, if νC(y) is invertible, we see from (22) that QC(y)(νC(y))−1 is of the
form

⊕

v∈C vλv with
⊕

v∈C λv = �, hence QC(y)(νC(y))−1 belongs to C. �

Example 2.5. In Figure 3, the convex C generated by three points (a, b, c) in R̄
2
max

is displayed, together with its shadow and upper set. The cases of y belonging to
Up(C) and of y /∈ Up(C) are illustrated.

Remark 2.6. When S = K̄ is a completed idempotent semifield, and C is complete
and convex, then

Sh(C) = {xλ | λ ∈ K, λ ≤ �, x ∈ C} .(24)

Indeed, let Sh′(C) denote the set in the right hand side of (24). The inclusion
Sh′(C) ⊂ Sh(C) is trivial. To show the other inclusion, take any z ∈ Sh(C), which
can be written as a linear combination z =

⊕

`∈L x`λ`, for some x` ∈ C, λ` ∈ S,

λ` ≤ �, with L a possibly infinite set. When z =
�
, z ∈ Sh′(C) trivially. When

z 6=
�
, λ` 6=

�
for some `, so that µ :=

⊕

`∈L λ` 6=
�
, and since µ ≤ � and S is

a completed idempotent semifield, µ is invertible. Writing z = yµ, and observing
that y =

⊕

`∈L x`λ`µ
−1 belongs to C because C is complete and convex, we see

that z ∈ Sh′(C). �

Example 2.7. To illustrate the previous results, consider the convex set C ⊂ R̄
2
max

generated by the two points (0,−∞) and (2, 3). Thus, C is the set of points of the
form (max(α, β + 2), β + 3), with max(α, β) = 0. Since C is generated by a finite
number of points of R̄

2
max, C is complete convex. The set C is the broken dark

segment between the points (0,−∞) and (2, 3), in Figure 4. In order to represent
points with −∞ coordinates, we use exponential coordinates in Figure 4, that is,
the point (z1, z2) ∈ R

2
max is represented by the point of the positive quadrant of

coordinates (exp(z1), exp(z2)). Consider now y = (1,−k), for any k ≥ 0, and let
us separate y from C using Corollary 2.2. Since (0,−∞) ≤ y, y ∈ Up(C), and we
get from (21) that νC(y) = 0. One also easily checks that QC(y) = (0,−k). When
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k 6= +∞, the separating hyperplane H of (19) becomes:

H = {x ∈ R̄
2
max | max(−1 + x1, k + x2, 0) = max(x1, k + x2, 0)} .(25)

The point y = (1, 0), together with QC(y) and the separating hyperplane H (light
grey zone) are depicted at the left of Figure 4. When k = ∞, is it easily checked
that the separating hyperplane is the union of the half space R̄ × (R ∪ {∞}), and
of the interval [−∞, 0]×{−∞}. Unlike in the case of a finite k, H is not closed for
the usual topology, which implies that the max-plus linear forms which define H
are not continuous for the usual topology.

Figure 4. Separating a point from a convex set

2.4. Closed convex sets in the order topology. We next recall some basic facts
about Birkhoff’s order topology [Bir67, Ch. 10, § 9], and establish some properties
of closed convex sets. See [GHK+80, AS03] for more background on topologies on
lattices and lattices ordered groups.

Recall that a nonempty ordered set D is directed if any finite subset of D has
an upper bound in D, and that a nonempty ordered set F is filtered if any finite
subset of F has a lower bound in F .

Definition 2.8. We say that a subset X of a conditionally complete ordered set
S is stable under directed sups (resp. stable under filtered infs) if for all directed
(resp filtered) subsets D ⊂ X (resp. F ⊂ X) bounded from above (resp. below),
∨D ∈ X (resp. ∧F ∈ X).

When S = Kn, where K is a conditionally complete idempotent semifield, the
condition that F is bounded from below can be dispensed with, since any F is
bounded from below by

�
. Recall that a net with values in a conditionally complete

ordered set S is a family (x`)`∈L ⊂ S indexed by elements of a directed set (L,≤
). We say that a net (x`)l∈L ∈ S bounded from above and from below order
converges to x ∈ S, if x = lim sup`∈L x` = lim inf`∈L x`, where lim sup`∈L x` :=
inf`∈L supm≥` xm, and lim inf`∈L x` := sup`∈L infm≥` xm. We say that X ⊂ S is
order-closed if for all nets (x`)`∈L ⊂ X order converging to some x ∈ S, x ∈ X .
The set o(S) of order-closed subsets of S defines the Birkhoff’s order topology. In
particular, if D (resp. F ) is a directed (resp. filtered) subset of X , {x}x∈D (resp.
{x}x∈F op) is a net which order converges to ∨D (resp. ∧F ), so that any order
closed set is stable under directed sups and filtered infs. We warn the reader that
a net which is order convergent is convergent for the order topology, but that the
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converse need not hold, see [Bir67, Ch. 10, § 9]. However, both notions coincide
when S = Kn if K is a conditionally complete semifield which is a continuous
lattice [AS03]. When S = R

n
max, the order topology is the usual topology on

(R ∪ {−∞})n.
The following result applies in particular to convex subsets of semimodules.

Proposition 2.9. A subset C ⊂ S stable under finite sups is closed for the order
topology if and only if it is stable under directed sups and filtered infs.

Proof. Assume that C is stable under directed sups and filtered infs, and let
{x`}`∈L ⊂ C denote a net order converging to x ∈ S. We have x = ∧`∈L x̄`,
where x̄` =

⊕

m≥` xm. Let D` denote the set of finite subsets of {m ∈ L | m ≥ `},
and for all J ∈ D`, define xJ =

⊕

m∈J xm. Since C is stable under finite sups,
xJ ∈ C. Since {xJ | J ∈ D`} is directed and bounded from above, and since C
is stable under directed sups, x̄` =

⊕

J∈D`

⊕

m∈J xm =
⊕

J∈D`
xJ ∈ C. Since

{x̄` | ` ∈ L} is filtered and bounded from below, and since C is stable under filtered
infs, x = ∧`∈L x̄` ∈ C, which shows that C is closed for the order topology. This
shows the “if” part of the result. Conversely, if D (resp. F ) is a directed (resp.
filtered) subset of X , then {x}x∈D (resp. {x}x∈F op) is a net which order converges
to ∨D (resp. ∧F ), so that any order closed set is stable under directed sups and
filtered infs. �

We shall use repeatedly the following lemma in the sequel.

Lemma 2.10 (See. [Bir67, Ch. 13, Th. 26]). If K is a conditionally complete
semifield, if x` ∈ K order converges to x ∈ K, and y` ∈ K order converges to y ∈ K,
then x` ∧ y` order converges to x ∧ y, x` ⊕ y` order converges to x ⊕ y, and x`y`

order converges to xy.

In fact, the result of [Bir67] is stated only for elements of K \ {
�
}, but the

extension to K is plain, since x
�

=
�
x = x, x⊕

�
=

�
⊕x = x and x∧

�
=

�
∧x =

�

for all x ∈ K. However, Lemma 2.10 does not extend to K̄: for instance, in R̄max,
(−`)`∈N order converges to −∞, but ((+∞) + (−`))`∈N, which is the constant
sequence with value +∞, does not order converge to (+∞) + (−∞) = −∞. This
is precisely why the separating hyperplane provided by the universal separation
theorem need not be closed, see Example 2.7 above.

Corollary 2.11. If v ∈ Kn, w ∈ Kn \ {
�
}, if x` ∈ Kn order converges to x ∈ Kn,

and if λ` ∈ K order converges to λ ∈ K, then, 〈v, x`〉 order converges to 〈v, x〉,
w ◦\x` order converges to w ◦\x, and vλ` order converges to vλ.

Proof. By (14), 〈v, y〉 =
⊕

1≤i≤n viyi, and by (9), w ◦\ y = ∧i∈I w
−1
i yi, where I =

{1 ≤ i ≤ n | wi 6=
�
} 6= ∅, so the corollary follows from Lemma 2.10. �

We shall need the following basic property:

Lemma 2.12. If C is a convex subset (resp. a subsemimodule) of Kn, then, its
closure for the order topology is a convex subset (resp. a subsemimodule) of Kn.

Proof. We derive this from Lemma 2.10 (the only unusual point is that the order
convergence need not coincide with the convergence for the order topology). Assume
that C is convex (the case when C is a semimodule is similar). Recall that if f
is a continuous self-map of a topological space X , then f(clo(Y )) ⊂ clof(Y ) holds
for all Y ⊂ X , where clo(·) denotes the closure of a subset of X . Fix α, β ∈ K
such that α ⊕ β = �, and consider ψ : Kn × Kn → Kn, ψ(x, y) = xα ⊕ yβ. We
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claim that for all x ∈ Kn, the map ψ(x, ·) is continuous in the order topology.
Indeed, let A denote a subset of Kn that is closed in the order topology, and let
us show that the pre-image by ψ(x, ·) of A, A′ = {y ∈ Kn | xα ⊕ yβ ∈ A}, is
also closed in the order topology. If {y`}`∈L is any net in A′ converging to some
y ∈ Kn, we have xα ⊕ y`β ∈ A, for all ` ∈ L, and it follows from Lemma 2.10
that xα⊕ y`β order converges to xα⊕ yβ. Since A is closed in the order topology,
xα⊕ yβ ∈ A, so y ∈ A′, which shows that A′ is closed in the order topology. Thus,
ψ(x, ·) is continuous, and so ψ(x, clo(C)) ⊂ clo(ψ(x,C)). Since C is stable under
convex combinations, ψ(x,C) ⊂ C, hence, ψ(x, clo(C)) ⊂ clo(C). Pick now any
y ∈ clo(C). Since ψ(x, y) ∈ clo(C), for all x ∈ C, and since ψ(·, y) is continuous,
ψ(clo(C), y) ⊂ clo(ψ(C, y)) ⊂ clo(C). Since this holds for all y ∈ clo(C), we
have shown that ψ(clo(C), clo(C)) ⊂ clo(C), i.e., clo(C) is stable under convex
combinations. �

We conclude this section with properties which hold more generally in semimod-
ules of functions. For all C ⊂ KI , we denote by C̄ ⊂ K̄I the set of arbitrary convex
combinations of elements of C:

C̄ = {
⊕

`∈L

v`λ` | {v`}`∈L ⊂ C, {λ`}`∈L ⊂ K,
⊕

`∈L

λ` = �}(26)

(L denotes an arbitrary - possibly infinite - index set).

Proposition 2.13. If C is a convex subset of KI which is closed in the order
topology, then

C̄ ∩ KI = C .(27)

Proof. Consider an element v =
⊕

`∈L v`λ` ∈ C̄ ∩KI , with
⊕

`∈L λ` = �. Assume,
without loss of generality, that λ` 6=

�
, for all ` ∈ L. Let D denote the set of

finite subsets of L, and for all J ∈ D, let vJ =
⊕

`∈J v`λ`, and λJ =
⊕

`∈J λ`.
By construction, the net {vJ}J∈D order converges to v, and the net {λJ}J∈D

order converges to �. Hence, by Lemma 2.10, vJλ
−1
J order converges to v. But

vJλ
−1
J =

⊕

`∈J v`λ`λ
−1
J ∈ C, and since C is closed for the order topology, v ∈ C,

which shows (27). �

When C is a semimodule, the condition that C is stable under filtered infs, which
is implied by the condition that C is closed in the order topology, can be dispensed
with.

Proposition 2.14. If C is a subsemimodule of KI which is stable under directed
sups, (27) holds.

Proof. Any element v ∈ C̄ can be written as v =
⊕

`∈L v`, for some {v`}`∈L ⊂ C.
Setting vJ =

⊕

`∈J v` ∈ C, we get v =
⊕

J∈D vJ , and we only need to know that
C is stable under directed sups to conclude that v ∈ C. �

The following example shows that we cannot derive Proposition 2.14 from Propo-
sition 2.13.

Example 2.15. The set C = {(−∞,−∞)} ∪ (R × R) is a subsemimodule of R
2
max,

which is stable under directed sups, but not stable under filtered infs (for instance
∧{(0,−`) | ` ∈ N} = (0,−∞) 6∈ C), and hence not closed in the order topology.
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3. Separation theorems for closed convex sets

We saw in Example 2.7 that, when K = Rmax, the separating set (19) given
by the universal separation theorem need not be closed for the usual topology. In
this section, we refine the universal separation theorem in order to separate a point
from a closed convex set by a closed hyperplane.

From now on, we assume that K is a conditionally complete idempotent semifield,
whose completed semiring is denoted by K̄.

3.1. Separation of closed convex subsets of KI . As a preparation for the main
result of §3 (Theorem 3.14 below), we derive from Corollary 2.2 a separation result
for order closed convex sets C and elements y ∈ X\C of the semimodule of functions
X = KI , satisfying an archimedean condition. This archimedean condition will be
suppressed in Theorem 3.14, assuming that I is finite.

Definition 3.1. We call affine hyperplane of KI a subset of KI of the form

H = {v ∈ KI | 〈w′, x〉 ⊕ d′ = 〈w′′, x〉 ⊕ d′′} ,(28)

with w′, w′′ ∈ KI , and d′, d′ ∈ K. We shall say that H is a linear hyperplane if
d′ = d′′ =

�
.

(When I is infinite, 〈w′, x〉 and 〈w′′, x〉 may be equal to >.)

Remark 3.2. We have already encountered “hyperplanes” of KI of the above form.
Indeed, H ∩KI , with H of (19), is of the form (28), with

(29) w′ = −y, d′ = �, w′′ = −QC(y), d′′ = −νC(y) .

The main point in Definition 3.1 is the requirements that w′, w′′ ∈ KI , and d′, d′′ ∈
K which need not be satisfied in (29); indeed, for y = (yi) ∈ KI having a coordinate
yi0 =

�
, by (15), we have −yi = >K̄, so that −y 6∈ KI (see e.g. Example 2.7).

Given y ∈ KI \C, the question is whether we can find an affine hyperplane of KI

containing C and not y. We shall need the following Archimedean type assumption
on C and y:

(A) : ∀v ∈ C, ∃λ ∈ K \ {
�
}, vλ ≤ y .

For all y ∈ KI and C ⊂ Kn, define

supp y = {i ∈ I | yi 6=
�
} , suppC =

⋃

v∈C

supp v .

One readily checks that yλ ≤ y′ for some λ ∈ K\{
�
} implies that supp y ⊂ supp y′,

and that when I is finite, the converse implication holds (indeed, if supp y ⊂ supp y′,
take any λ ∈ K smaller than y ◦\ y′ = ∧i∈Iyi ◦\ y′i, a quantity which is in K̄\{ε} when
I is finite). Thus, Assumption (A) implies that

supp y ⊃ suppC ,(30)

and it is equivalent to (30) when I is finite.

Proposition 3.3. Let C be a convex subset of KI , and y ∈ KI \C. Assume that C
is closed for the order topology of KI , and that Assumption (A) is satisfied. Then,
there is an affine hyperplane of KI which contains C and not y.

Remark 3.4. The separating hyperplanes built in the proof of Proposition 3.3 can be
written as (28), with w′ ≥ w′′ and d′ ≥ d′′, so that, by the same argument as in Re-
mark 2.3,H in (28) may be rewritten asH = {v ∈ KI | 〈w′, x〉 ⊕ d′ ≤ 〈w′′, x〉 ⊕ d′′} .
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Proof. First, we can assume that supp y ⊂ suppC, which, by (30), means that

supp y = suppC .(31)

Otherwise, there is an index i ∈ I such that yi 6=
�

and vi =
�
, for all v ∈ C, so

that the hyperplane of equation vi =
�

contains C and not y.
We can also assume that

suppC = I .(32)

Indeed, if suppC 6= I, we set J := suppC, and consider the restriction map r :
KI → KJ , which sends a vector x ∈ KI to r(x) = (xj)j∈J . We have supp r(y) ⊂
supp r(C) = J . Assuming that the theorem is proved when (32) holds, we get
vectors w′, w′′ ∈ KJ and scalars d′, d′′ ∈ K such that the affine hyperplane H =
{x ∈ KJ | 〈w′, x〉 ⊕ d′ = 〈w′′, x〉 ⊕ d′′} contains r(C) and not r(y). Let ŵ′ and
ŵ′′ denote the vectors obtained by completing w′ and w′′ by zeros. Then, the
hyperplane Ĥ = {x ∈ KI | 〈ŵ′, x〉 ⊕ d′ = 〈ŵ′′, x〉 ⊕ d′′} contains C and not y.

It remains to show Proposition 3.3 when the equalities (31), (32) hold. Define
the complete convex set C̄ as in (26). It follows from (27) that y 6∈ C̄. Therefore,
defining QC̄(y) and νC̄(y) as in (18), with C replaced by C̄, we get that the set H
of (19), where C is replaced by C̄, contains C and not y. By (31) and (32), we have
supp y = I, so −y ∈ KI . Also, by (20) and (27), QC̄(y) ∈ KI . Moreover νC̄(y) ∈ K
(K is conditionally complete and νC̄(y) is the sup of a family of elements bounded
from above by the unit). If

(QC̄(y))i 6=
�
, ∀i ∈ I, and νC̄(y) 6=

�
,(33)

we will have −QC̄(y) ∈ KI , and −νC̄(y) ∈ K, and the set H ∩ KI , where H is as
in (19), will be an affine hyperplane of KI . In order to show (33), take any i ∈ I.
Since the equalities (31) and (32) hold, we can find v ∈ C such that vi 6=

�
, and

thanks to Assumption (A), vλ ≤ y, for some λ ∈ K \ {
�
}. Hence,

νC̄(y) ≥ v ◦\ y ∧ � ≥ v ◦\(vλ) ∧ � ≥ λ ∧ � >
�
,

and

(QC̄(y))i ≥ vi(v ◦\ y ∧ �) ≥ vi(λ ∧ �) >
�
,

which shows (33). �

When C is a semimodule, the condition that C is stable under filtered infs (which
is implied by the condition that C is order closed) can be dispensed with.

Proposition 3.5. Let C be a subsemimodule of KI , and y ∈ KI \C. Assume that
C is stable under directed sups, and that Assumption (A) is satisfied. Then, there
is a linear hyperplane of KI which contains C and not y.

Proof. We reproduce the proof of Proposition 3.3, using directly (16), where V = C̄,
and noting that, by Proposition 2.14, (27) holds as soon asC is stable under directed
sups, when C is a semimodule. �

In Proposition 3.3, we required the convex set to be order closed, but the sep-
arating sets, namely the affine hyperplanes of KI , where I is infinite, need not be
order closed, as shown by the following counter-example.
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Example 3.6. Let I = N, K = Rmax, and let us separate y = (0, 1, 0, 1, 0, 1 . . .)
from the convex set C = {(0, 0, 0, . . .)} using Proposition 3.3. We obtain the affine
hyperplane H = {x ∈ R

N
max | a(x) ⊕ 0 = b(x) ⊕ 0}, where a(x) = x0 ⊕ (−1)x1 ⊕

x2 ⊕ (−1)x3⊕ · · · , and b(x) = x0 ⊕x1 ⊕x2⊕ · · · . Consider the decreasing sequence
y` ∈ R

N
max, such that y`

2i+1 = 2, for all i ∈ N, and y`
2i = 1, for i ≤ `, and y`

2i = 2,

for i > `, so that y` ∈ H for all `. We have inf` y
` = y, where y2i+1 = 2 for all

i ∈ N, and y2i = 1, for all i ∈ N. Since y 6∈ H , H is not stable under filtered infs.

Of course, this pathology vanishes in the finite dimensional case.

Proposition 3.7. Affine hyperplanes of Kn are closed in the order topology.

Proof. This follows readily from Lemma 2.10. �

The following example shows that the archimedean assumption is useful in
Proposition 3.5.

Example 3.8. Consider the semimodule C = {(−∞,−∞)} ∪ {(x1, x2) ∈ R × R |
x1 ≥ x2} ⊂ R

2
max, which is stable under directed sups, and consider the point

y = (0, 1) 6∈ C, with supp y = suppC = {1, 2}, so that Assumption (A) is satisfied.
The proof of Theorem 3.5 allows us to separate y from C by the linear hyperplane:

H = {(x1, x2) ∈ R
2
max | x1 ⊕ (−1)x2 = x1 ⊕ x2} .(34)

However, consider now y = (0,−∞) 6∈ C, which does not satisfy Assumption (A).
We cannot separate y from C by a linear (or affine) hyperplane, because such an
hyperplane would be closed in the order (=usual) topology of R

2
max (by Proposi-

tion 3.7) whereas y belongs to the closure of C in this topology. Thus Assump-
tion (A) cannot be ommited in Proposition 3.3.

3.2. Projectors onto closed semimodules of Kn. In order to show that in
the finite dimensional case, Assumption (A) is not needed in Proposition 3.3, we
establish some continuity property for projectors onto closed semimodules of Kn.

If V is a subsemimodule of Kn, we define V̄ ⊂ K̄n as in (26) (the condition
⊕

`∈L λ` = � can be dispensed with, since V is a semimodule), together with the

projector PV̄ : K̄n → K̄n,

PV̄ (x) = >{v ∈ V̄ | v ≤ x} .(35)

Since {v}v∈V is a generating family of the complete semimodule V̄ , it follows
from (12) that

PV̄ (x) =
⊕

v∈V

v(v ◦\ x) .(36)

Proposition 3.9. If V is a subsemimodule of Kn, that is stable under directed
sups, then the projector PV̄ from K̄n onto V̄ admits a restriction PV from Kn to
V .

Proof. If y ∈ Kn, PV̄ (y) ≤ y also belongs to Kn, so that by (27), PV̄ (y) ∈ V̄ ∩Kn =
V . �

Definition 3.10. We say that a map f from S to an ordered set T preserves directed
sups (resp. preserves filtered infs) if f(∨D) = ∨ f(D) (resp. f(∧F ) = ∧ f(F ) for
all directed subsets D ⊂ S bounded from above (resp. for all filtered subsets F ⊂ S
bounded from below).
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Proposition 3.11. If V is a subsemimodule of Kn stable under directed sups and
filtered infs, then PV preserves directed sups and filtered infs.

Proof. Let F denote a filtered subset of V , and x = ∧F . Then, by ∧F ≥ PV (∧F ),
and since PV is isotone, we have

PV (x) = PV (∧F ) ≥ PV (∧PV (F )) .(37)

Furthermore, since PV is isotone, PV (F ) is filtered (indeed, if F ′ is any finite
subset of PV (F ), we can write F ′ = PV (F ′′) for some finite subset F ′′ ⊂ F ; since
F is filtered, F ′′ has a lower bound t ∈ F , and since PV is isotone, PV (t) ∈
PV (F ) is a lower bound of F ′ = PV (F ′′), which shows that PV (F ) is filtered).
Hence, ∧PV (F ) ∈ V because V is stable under filtered infs. Since PV fixes V ,
PV (∧PV (F )) = ∧PV (F ), and we get from (37), PV (∧F ) ≥ ∧PV (F ). The reverse
inequality is an immediate consequence of the isotony of PV .

Consider now a directed subset D ⊂ V bounded from above, and x = ∨D =
⊕

y∈D y. We first show that for all v ∈ Kn,
⊕

y∈D

v(v ◦\ y) = v(v ◦\
⊕

y∈D

y) .(38)

We shall assume that v 6=
�

(otherwise, the equality is trivial). Since D is directed,
the net {y}y∈D order converges to

⊕

y∈D y, and by Corollary 2.11, this implies

that {v(v ◦\ y)}y∈D order converges to v(v ◦\
⊕

y∈D y). Since y 7→ v(v ◦\ y) is isotone,

{v(v ◦\ y)}y∈D order converges to its sup. (Indeed, let ϕ denote an isotone map from
D to a conditionally complete ordered set, such that {ϕ(y)}y∈D is bounded from
above, and let us show more generally that {ϕ(y)}y∈D order converges to its sup.
Observe that supz≥y ϕ(z) = ∨ϕ(D) is independent of y ∈ D because D is directed
and ϕ is isotone. Then, lim supy∈D ϕ(y) = infy∈D supy′≥y ϕ(y′) = ∨ϕ(D). Also,
since ϕ is isotone, lim infy∈D ϕ(y) = supy∈D infy′≥y ϕ(y′) = supy∈D ϕ(y) = ∨ϕ(D),
which shows that {ϕ(y)}y∈D order converges to its sup.) So, (38) is proved.

Using (36), we get
⊕

y∈D

PV (y) =
⊕

y∈D

⊕

v∈V

v(v ◦\ y) =
⊕

v∈V

⊕

y∈D

v(v ◦\ y) =
⊕

v∈V

v
(

v ◦\(
⊕

y∈D

y))
)

(by (38))

= PV (x) .

�

Remark 3.12. Proposition 3.11 does not extend to semimodules of the form KI ,
where I is an infinite set. Indeed, take I = N, K = Rmax, and let V denote the
semimodule spanned by the vector v = (0, 0, 0, . . .). For all x = (x0, x1, x2, . . .) ∈
R

N
max, we have PV (x) = (λ(x), λ(x), . . .), where λ(x) := ∧i∈N xi. Consider now the

sequence yk ∈ R
N
max, such that yk

i = 0 if k ≤ i, and yk
i = −1, otherwise. Then,

{yk}k∈N is a non-decreasing sequence with supremum v. We have λ(yk) = −1, but
λ(v) = 0, which shows that PV does not preserve directed sups.

The proof of Theorem 3.14 will rely on the following corollary of Proposition 3.11.

Corollary 3.13. If V is a subsemimodule of Kn stable under directed sups and
filtered infs, and if y ∈ Kn \ V , then, there is a vector z ≥ y with coordinates in
K \ {

�
}, such that:

y 6≤ PV (z) .(39)
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Proof. Let Z denote the set of vectors z ≥ y with coordinates in K \ {
�
}. Let us

assume by contradiction that

y ≤ PV (z), ∀z ∈ Z .(40)

Since by Proposition 3.11, PV preserves filtered infs, we get from (40):

y ≤ ∧
z∈Z

PV (z) = PV ( ∧
z∈Z

z) = PV (y) .

Since y ≥ PV (y) holds trivially, y = PV (y), hence, y ∈ V , a contradiction. �

3.3. Separation theorem for closed convex subsets of Kn. The following fi-
nite dimensional separation theorem extends an earlier result of Zimmermann [Zim77].
Recall that when K = Rmax, the order topology on Kn is the usual topology on
R

n
max.

Theorem 3.14. Let C denote a convex subset of Kn that is closed for the order
topology of Kn, and let y 6∈ C. Then, there exists an affine hyperplane containing
C and not x.

We shall need the following lemma:

Lemma 3.15. If C is a semimodule, and if supp y = suppC, then suppPC(y) =
supp y.

Proof. Since PC(y) ≤ y, suppPC(y) ⊂ supp y. Conversely, pick any i ∈ supp y.
Since supp y = suppC, we can find v ∈ C such that supp v ⊂ supp y and i ∈ supp v.
Then, by (9), v ◦\ y = ∧j∈supp v v

−1
j yj 6=

�
, and since PC(y) ≥ v(v ◦\ y), (PC(y))i 6=

�
,

which shows that supp y ⊂ suppPC(y). �

We showed in the first part of the proof of Proposition 3.3 that we can always
assume that

supp y ⊂ suppC = {1, . . . , n} .(41)

We next prove Theorem 3.14 in the special case where C is a semimodule, and then,
we shall derive Theorem 3.14, in general.

Proof of Theorem 3.14 when C is a semimodule. The proof relies on the following
perturbation argument. Pick a vector z ≥ y with coordinates in K \ {

�
}, (hence,

by (41), supp z = {1, . . . , n} = suppC), and define, as in (13),(16):

H(z) = {x ∈ Kn | x ◦\ z = x ◦\PC(z)} = {x ∈ Kn | 〈−z, x〉 = 〈−PC(z), x〉} .

We will show that H(z) is a (linear) hyperplane, and that one can choose the above
z so that H(z) contains C and not y.

It follows from supp z = suppC and Lemma 3.15 that suppPC(z) = supp z =
{1, . . . , n}. Since −u ∈ Kn for all vectors u of Kn with coordinates different from�
, −z and −(PC(z)) belong to Kn, which shows that H(z) is an hyperplane.
By Theorem 2.1, H(z) contains C. Let us check that:

x ∈ H(z) =⇒ PC(z) ≥ x .(42)

Recall the classical residuation identity

x(x ◦\ x) = x(43)

(this can be shown by applying the first identity in (6) to the map f : K →
Kn, f(λ) = xλ). If x ∈ H(z), we have x ◦\ z = x ◦\PC(z), and by (8), PC(z) ≥



18 GUY COHEN, STÉPHANE GAUBERT, JEAN-PIERRE QUADRAT, AND IVAN SINGER

x(x ◦\ z). Using z ≥ x and (43), we get PC(z) ≥ x(x ◦\ z) ≥ x(x ◦\x) = x, which
shows (42).

By Corollary 3.13, there is a vector z ≥ y with entries in K \ {
�
} such that

y 6≤ PC(z), and by (42), the hyperplane H(z) associated to this z contains C and
not y. �

Associate to a convex set C ⊂ Kn the semimodule:

VC := {(xλ, λ) | x ∈ C, λ ∈ K} ⊂ Kn+1 .

We denote by clo(VC) the closure of VC for the order topology of Kn+1. We shall
need the following:

Lemma 3.16. If C is a convex subset of Kn closed for the order topology,

clo(VC) ⊂ VC ∪ (Kn × {
�
}) .(44)

Proof. It suffices to show that VC ∪ (Kn × {
�
}) is closed in Kn+1 for the order

topology. Take a net {(z`, λ`)}`∈L ⊂ VC ∪ (Kn × {
�
}), with z` ∈ Kn, λ` ∈ K, order

converging to some (z, λ), with z ∈ Kn, λ ∈ K. We only need to show that if λ 6=
�
,

(z, λ) ∈ VC . Since λ 6=
�
, replacing L by a set of the form {` ∈ L | ` ≥ `0}, we

may assume that λ` 6=
�
, for all ` ∈ L. Then, (z`, λ`) ∈ VC , which implies that

z`λ
−1
` ∈ C. Since z` order converges to z, and λ−1

` order converges to λ−1, by

Lemma 2.10, z`λ
−1
` order-converges to zλ−1. Since, by our assumption, C is closed

for the order topology, zλ−1 ∈ C, which shows that (z, λ) ∈ VC . So, VC∪(Kn×{
�
})

is closed for the order topology. �

Derivation of the general case of Theorem 3.14. We now conclude the proof of The-
orem 3.14. Let us take y ∈ Kn \ C. We note that by (44), (y, �) 6∈ clo(VC). Ap-
plying Theorem 3.14, which is already proved in the case of closed semimodules, to
clo(VC), which is a semimodule thanks to Lemma 2.12, we get a linear hyperplane
H = {x̄ ∈ Kn+1 | 〈w′, x̄〉 = 〈w′′, x̄〉}, where w′, w′′ ∈ Kn+1, such that

x ∈ C =⇒ (x, �) ∈ H, and (y, �) 6∈ H .(45)

Introducing z′ = (w′
i)1≤i≤n, and z′′ = (w′′

i )1≤i≤n, we see from (45) that the affine
hyperplane:

{x ∈ Kn | 〈z′, x〉 ⊕ w′
n+1 = 〈z′′, x〉 ⊕ w′′

n+1}

contains C and not y. �

Remark 3.17. We needed to introduce the closure clo(VC) in the proof of Theo-
rem 3.14 because VC need not be closed when C is closed and convex. Indeed,
consider C = {x ∈ Rmax | x ≥ 0}. We have VC = {(

�
,
�
)}∪{(xλ, λ) | x ≥ 0, λ ∈ R}

and clo(VC) = (Rmax × {
�
}) ∪ {(xλ, λ) | x ≥ 0, λ ∈ R}.

Example 3.18. When applied to Example 2.7, the proof of Theorem 3.14 shows
that for k large enough, the hyperplane H in (25) separates the point (0,−∞)
from the convex set of Figure 4. The method of [SS92], which requires that the
vector to separate from a convex should have invertible entries in order to apply a
normalization argument, does not apply to this case.
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4. Convex functions over idempotent semifields

We say that a map f : Kn → K̄ is convex if its epigraph is convex. By [Zim79a,
Theorem 1], f is convex if, and only if,

(46) (x, y ∈ Kn, α, β ∈ K, α⊕ β = �) ⇒ f(xα ⊕ yβ) ≤ f(x)α⊕ f(y)β .

Additionally, by [Zim79a, Theorem 2], the (lower) level sets

(47) St(f) = {x ∈ X | f(x) ≤ t} (t ∈ K̄)

of f are convex subsets of Kn. When K = Rmax, we say that f is max-plus convex.
Convex functions may of course be defined from an arbitrary K-semimodule X to
K̄: we limit our attention to X = Kn since the proof of the main result below relies
on Theorem 3.14 which is stated for Kn.

The following immediate proposition shows that the set of convex functions is a
complete subsemimodule of the complete semimodule of functions Kn → K̄:

Proposition 4.1. The set of all convex functions is stable under (arbitrary) point-
wise sup, and under multiplication by a scalar (in K̄). �

We defined in the introduction U -convex functions and sets, when U ⊂ R̄
X , see

Equations (1) and (2). When more generally U ⊂ K̄X , we still define U -convex
functions by (1), and extend (2) by saying that a subset C ⊂ Kn is U -convex if for
all y ∈ X \ C, we can find a map u ∈ U such that

u(y) 6≤ sup
x∈C

u(x) .(48)

Proposition 4.2. A subset C ⊂ X is U -convex if, and only if, it is an intersection
of (lower) level sets of maps in U .

Proof. Assume that C is an intersection of (lower) level sets of maps in U , that is,
C =

⋂

`∈L St`
(u`), where {u`}`∈L ⊂ U , {t`}`∈L ⊂ K̄, and L is a possibly infinite

set. If y ∈ X \C, y 6∈ St`
(u`), for some ` ∈ L, so that u`(y) 6≤ t`. Since C ⊂ St`

(u`),
we have supx∈C u`(x) ≤ t`. We deduce that u`(y) 6≤ supx∈C u`(x). Hence, C is
U -convex.

Conversely, assume that C is U -convex, and let C′ denote the intersection of the
sets St(u), with u ∈ U and t ∈ K̄, in which C is contained. Trivially, C ⊂ C′.
If y ∈ X \ C, we can find u ∈ U satisfying (48). Let t := supx∈C u(x). Then,
C ⊂ St(u), and y 6∈ St(u), so that y 6∈ C′. This shows that X \ C ⊂ X \ C′. Thus,
C = C′. �

The set U of elementary functions which will prove relevant for our convex func-
tions is the following.

Definition 4.3. We say that u : Kn → K is affine if u(x) = 〈w, x〉 ⊕ d, for some
w ∈ Kn and d ∈ K. We say that u is a difference of affine functions if

(49) u(x) = (〈w′, x〉 ⊕ d′) ◦− (〈w′′, x〉 ⊕ d′′) ,

where w′, w′′ belong to Kn and d′, d′′ to K.

We illustrate in Table 1 below, and in Figure 2 of §1, the various shapes taken
by differences of affine functions, when n = 1, and K = Rmax. For simplicity, a
generic function in this class is denoted

y = (ax⊕ b) ◦− (cx⊕ d)
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with a, b, c, d ∈ K. Table 1 enumerates the four possible situations according to the
comparisons of a with c and b with d. Figure 2 shows the corresponding plots.

a ≤ c a > c

b ≤ d y =
�
, ∀x y =

{�
if x ≤ a ◦\ d,

ax otherwise.

b > d y =

{

b if x < b ◦\ c,
�

otherwise.
y = ax⊕ b

Table 1. The four generic differences of affine functions over Rmax

Proposition 4.4. The (lower) level sets of differences of affine functions are pre-
cisely the affine hyperplanes of the form:

{x ∈ Kn | 〈w′′, x〉 ⊕ d′′ ≥ 〈w′, x〉 ⊕ d′} ,(50)

where w′, w′′ belong to Kn and d′, d′′ to K.

Proof. This is an immediate consequence of (11). �

Remark 4.5. The inequality in (50) is equivalent to the equality 〈w′′, x〉 ⊕ d′′ =
〈w′ ⊕ w′′, x〉 ⊕ d′ ⊕ d′′, which justifies the term “affine hyperplane”.

We shall say that f : Kn → K̄ is lower semi-continuous if all (lower) level sets of
f are closed in the order topology of Kn.

Proposition 4.6. Every difference of affine functions is convex and lower semi-
continuous.

Proof. If u is a difference of affine functions, by Proposition 4.4, the (lower) level
sets of u, are affine hyperplanes, which are closed by Proposition 3.7, so u is lower
semi-continuous.

As mentioned earlier, u(·) = (〈w′, ·〉 ⊕ d′) ◦− (〈w′′, ·〉 ⊕ d′′) is convex if and only
if its epigraph is convex. So, we consider two points (x1, λ1) and (x2, λ2) in the
epigraph of u, namely,

λ1 ≥ (〈w′, x1〉 ⊕ d′) ◦− (〈w′′, x1〉 ⊕ d′′) ,

λ2 ≥ (〈w′, x2〉 ⊕ d′) ◦− (〈w′′, x2〉 ⊕ d′′) ,

which, by (11), is equivalent to

λ1 ⊕ 〈w′′, x1〉 ⊕ d′′ ≥ 〈w′, x1〉 ⊕ d′ ,

λ2 ⊕ 〈w′′, x2〉 ⊕ d′′ ≥ 〈w′, x2〉 ⊕ d′ .

Let α and β in K be such that α⊕β = �. From the previous inequalities, we derive

λ1α⊕ λ2β ⊕ 〈w′′, x1α⊕ x2β〉 ⊕ d′′ ≥ 〈w′, x1α⊕ x2β〉 ⊕ d′ ,

which, by (11), is equivalent to

λ1α⊕ λ2β ≥ u(x1α⊕ x2β) .

We have proved that (x1α ⊕ x2β, λ1α ⊕ λ2β) belongs to the epigraph of u. Thus,
u is convex. �

Corollary 4.7. Let C ⊂ Kn. The following assertions are equivalent:
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(1) C is a convex subset of Kn, and it is closed in the order topology;
(2) C is U -convex, where U denotes the set of differences of affine functions

Kn → K, defined by (49).

Proof. If C is convex and closed, by Theorem 3.14, for all y ∈ Kn \ C, we can
find an hyperplane (28) containing C and not y. By Remark (3.4), we can chose
w′, w′′, d′, d′′ in (28) so that w′ ≥ w′′ and d′ ≥ d′′. Since 〈w′, x〉⊕d′ = 〈w′′, x〉⊕d′′,
for all x ∈ C, u(x) = (〈w′, x〉 ⊕ d′) ◦− (〈w′′, x〉 ⊕ d′′) =

�
for all x ∈ C, so that

supx∈C u(x) =
�
. Since 〈w′, y〉 ⊕ d′ 6= 〈w′′, y〉 ⊕ d′′, and 〈w′, y〉 ⊕ d′ ≥ 〈w′′, y〉 ⊕ d′′

because w′ ≥ w′′ and d′ ≥ d′′, we must have 〈w′, y〉 ⊕ d′ 6≤ 〈w′′, y〉 ⊕ d′′. Then,
u(y) = (〈w′, y〉 ⊕ d′) ◦− (〈w′′, y〉 ⊕ d′′) 6≤

�
, which shows that C is U -convex.

Conversely, if C is U -convex, Proposition 4.2 shows that C is an intersection of
(lower) level sets of differences of affine functions. By Proposition 4.4, these (lower)
level sets all are affine hyperplanes, and a fortiori, are convex sets. Moreover, by
Proposition 3.7, affine hyperplanes are closed, so C is closed and convex. �

Theorem 4.8. A function f : Kn → K̄ is convex and lower semi-continuous if,
and only if, it is a sup of differences of affine functions, i.e., a U -convex function,
where U is the set of functions of the form (49).

The proof relies on the following extension to the case of functions with values
in a partially ordered set, of a well known characterization of abstract convexity
of functions, in terms of “separation” (see [DK78, Prop. 1.6i], or [Sin97, Th. 3.1,
Eqn (3.31)]).

Lemma 4.9. For any set X, and U ⊂ KX , a map f : X → K̄ is U -convex if, and
only if, for each (x, ν) ∈ X ×K such that f(x) 6≤ ν, there exists u ∈ U such that

(51) u ≤ f, u(x) 6≤ ν .

Proof. Let g = supu∈U, u≤f u. Note first that f is U -convex if, and only if, for
all x ∈ X , g(x) = f(x), or equivalently, g(x) ≥ f(x) (the other inequality always
holds). Recall that for all t ∈ K̄, Up(t) = {s ∈ K̄ | s ≥ t} denotes the upper
set generated by t. Trivially: s ≥ t ⇔ Up(s) ⊂ Up(t) ⇔ K̄ \ Up(s) ⊃ K̄ \ Up(t).
Applying this to s = g(x) and t = f(x), we rewrite g(x) ≥ f(x) as

f(x) 6≤ ν =⇒ g(x) = sup
u∈U, u≤f

u(x) 6≤ ν .(52)

Since supu∈U, u≤f u(x) 6≤ ν if, and only if, u(x) 6≤ ν for some u ∈ U such that
u ≤ f , and since it is enough to check the implication (52) when ν ∈ K (if ν is the
top element of K̄, the implication (52) trivially holds), the lemma is proved. �

Proof of Theorem 4.8. 2 ⇒ 1. By Proposition 4.6 and Proposition 4.1, every sup
of functions belonging to U is convex and lower semi-continuous.

1 ⇒ 2. Assume that f : Kn → K̄ is convex and lower semi-continuous, and let
us prove that f is U -convex.

As mentioned above, the epigraph of f , epi f , is a convex closed subset of Kn×K.
Consider (y, ν) ∈ Kn × K \ epi f , so that f(y) 6≤ ν. By Theorem 3.14, there exist
(w′, µ′, d′) and (w′′, µ′′, d′′) in Kn ×K×K with (w′, µ′, d′) ≥ (w′′, µ′′, d′′) such that

〈(w′, µ′), (z, λ)〉 ⊕ d′ ≤ 〈(w′′, µ′′), (z, λ)〉 ⊕ d′′ , ∀(z, λ) ∈ epi f ,

〈(w′, µ′), (y, ν)〉 ⊕ d′ 6≤ 〈(w′′, µ′), (y, ν)〉 ⊕ d′′ ,
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that is,

(53) 〈w′, z〉 ⊕ µ′λ⊕ d′ ≤ 〈w′′, z〉 ⊕ µ′′λ⊕ d′′ , ∀(z, λ) ∈ epi f ,

(54) 〈w′, y〉 ⊕ µ′ν ⊕ d′ 6≤ 〈w′′, y〉 ⊕ µ′′ν ⊕ d′′ .

Since the function identically equal to the top element of K̄ is trivially U -convex,
we shall assume that f 6≡ >K̄, i.e., epi f 6= ∅. Then, we claim that

(55) µ′ = µ′′ .

Indeed, since µ′ ≥ µ′′, we may assume that µ′ 6=
�
. Then, taking (z, λ) ∈ epi f ,

with λ so large that 〈z, w′〉 ⊕ λµ′ ⊕ d′ = λµ′, from (53) we obtain λµ′ ≤ 〈z, w′′〉 ⊕
λµ′′ ⊕ d′′. Then, we cannot have µ′′ =

�
(otherwise, λµ′ would be bounded above

independently of λ). Therefore, for λ large enough 〈z, w′′〉 ⊕ λµ′′ ⊕ d′′ = λµ′′,
hence, λµ′ ≤ λµ′′, which, by µ′ ≥ µ′′, implies λµ′ = λµ′′, and multiplying by λ−1,
we get (55).

Hence, by (53)–(55), we have

(56) 〈w′, z〉 ⊕ µ′λ⊕ d′ ≤ 〈w′′, z〉 ⊕ µ′λ⊕ d′′ , ∀(z, λ) ∈ epi f ,

(57) 〈w′, y〉 ⊕ µ′ν ⊕ d′ 6≤ 〈w′′, y〉 ⊕ µ′ν ⊕ d′′ .

Let

dom f = {x ∈ Kn | f(x) 6= >K̄} = {x ∈ Kn | (x, λ) ∈ epi f for some λ ∈ K} .

We claim that if y ∈ dom f , then µ′ 6=
�
. Indeed, if µ′ =

�
, then (56) and (57)

become

(58) 〈w′, z〉 ⊕ d′ ≤ 〈w′′, z〉 ⊕ d′′ , ∀(z, λ) ∈ epi f ,

(59) 〈w′, y〉 ⊕ d′ 6≤ 〈w′′, y〉 ⊕ d′′ ;

but, (58), together with (w′, d′) ≥ (w′′, d′′), yields 〈w′, z〉⊕d′ = 〈w′′, z〉⊕d′′, for all
(z, λ) ∈ epi f , that is, 〈w′, ·〉 ⊕ d′ = 〈w′′, ·〉 ⊕ d′′ when restricted to arguments lying
in dom f , in contradiction with (59), provided y ∈ dom f . This proves the claim
µ′ 6=

�
in this case.

In (56), (57), we may now assume that µ′ = �. Indeed, multiply by (µ′)−1, and

rename (µ′)−1w′, (µ′)−1w
′′

, (µ′)−1d′, (µ′)−1d′′ as w′, w′′, d′, d′′ respectively. Now
(56) and (57) read

(60) 〈w′, z〉 ⊕ λ⊕ d′ ≤ 〈w′′, z〉 ⊕ λ⊕ d′′ , ∀(z, λ) ∈ epi f ,

(61) 〈w′, y〉 ⊕ ν ⊕ d′ 6≤ 〈w′′, y〉 ⊕ ν ⊕ d′ .

Equation (60) implies that

〈w′, z〉 ⊕ d′ ≤ 〈w′′, z〉 ⊕ λ⊕ d′′ , ∀(z, λ) ∈ epi f ,

whence, by (11),

(62) (〈w′, z〉 ⊕ d′) ◦− (〈w′′, z〉 ⊕ d′′) ≤ λ , ∀(z, λ) ∈ epi f ,

and hence, defining

(63) u := (〈w′, ·〉 ⊕ d′) ◦− (〈w′′, ·〉 ⊕ d′′) ∈ U ,

and using that f(z) = ⊥{λ | (z, λ) ∈ epi f}, from (62) we see that f(z) ≥ u(z) for
z ∈ dom f ; for z /∈ dom f , f(z) = >K̄ and this inequality is trivial, thus we have
obtained the first half of (51).
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From (61), we deduce that

〈w′, y〉 ⊕ d′ 6≤ 〈w′′, y〉 ⊕ d′′ ⊕ ν

(because a ≤ b ⊕ ν =⇒ a ⊕ ν ≤ b ⊕ ν), whence, by (11) (in fact, its equivalent
negative form) and (63), we obtain

u(y) = (〈w′, y〉 ⊕ d′) ◦− (〈w′′, y〉 ⊕ d′′) 6≤ ν,

that is, the second part of (51).
For the proof to be complete, we have to handle the case when y /∈ dom f which

implies that (y, ν) /∈ epi f . The previous arguments hold true up to a certain point
when we cannot claim that µ′ 6=

�
. Either µ′ 6=

�
indeed, and the proof is completed

as previously, or µ′ =
�
, and then (60)–(61) boil down to

(64) 〈w′, z〉 ⊕ d′ ≤ 〈w′′, z〉 ⊕ d′′ , ∀z ∈ dom f ,

(65) 〈w′, y〉 ⊕ d′ 6≤ 〈w′′, z〉 ⊕ d′′,

without having to redefine the original (w′, d′, w′′, d′′). For any α ∈ K \ {
�
}, define

the functions

uα(·) = α(〈w′, ·〉 ⊕ d′) ◦− α(〈w′′, ·〉 ⊕ d′′) = α
(

(〈w′, ·〉 ⊕ d′) ◦− (〈w′′, ·〉 ⊕ d′′)
)

,

(66)

which all belong to U . Because of (64), all those functions are identically equal to�
over dom f , hence they are trivially less than or equal f over dom f but also over

the whole Kn. On the other hand, because of (65),

(〈w′, y〉 ⊕ d′) ◦− (〈w′′, y〉 ⊕ d′′) >
�
.

Multiplying this strict inequality by a large enough α, and using (66), we see that
given ν, there exists α for which uα(y) > ν, and a fortiori, uα(y) 6≤ ν. The proof is
now complete. �

Remark 4.10. By Remark 3.4, Theorem 4.8 remains valid if the set U is be replaced
by the subset of the functions in (49) such that w′ ≥ w′′ and d′ ≥ d′′.

An illustration of Theorem 4.8 has been given in Figure 1 in the introduction: the
figure shows a convex function over Rmax, together with its supporting hyperplanes
(which are epigraphs of differences of affine functions, whose shapes were already
shown in Figure 2).
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